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Demographic inference 
from multilingual 

 profiles 

Learning inclusion 
probabilities 

β 

Twitter population, non-
representative 

More representative 
sample for geog. region 

Solution: Bin users into demographics and 
then poststratify (re-weight by bin) to get a 
representative sample.  
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M3 performs accurately across 
languages when compared with human-
judgments.  Age is very difficult to 
estimate though, even for humans!

Demonstration: Estimating 
population counts in Europe

1. 
Given standard information from a user’s bio, like their 
name and profile image, the M3 system predicts gender, 
age, and whether the account belongs to an organization

M3 has substantially 
less racial bias than 
commercial systems 
as measured on the 
Gender Shades 
dataset

How many people live in a particular region of Europe?  Here, we test 
whether we can estimate population from the non-representative sample by 
using M3 to stratify by demographics and then using census information to 
learn inclusion probabilities for each population stratum, which lets us 
poststratify counts to get a more precise population count estimate.   

4. Try it yourself!

pip install m3inference

Predicting population by stratifying jointly 
on age and gender substantially improves 
the estimates, shown here as a lower 
MAPE.  Further, each model learns 
inclusion probabilities, i.e., what % of 
users in a particular demographic bucket 
use Twitter.  Our learned inclusion 
probabilities allow any downstream study 
to post-stratify the sample twitter 
population to make it more representative.

Comparing the real and estimate 
population shows that our joint model 
better estimates populations, despite 
huge differences in population sizes 
between NUTS3 regions within countries.

Our approach can 
generalize to population 
estimates in others 
regions and countries 
without census data, 
though having at least a 
little data helps a lot.

No one country has significantly
higher error, with the vast majority 
of regions having low population 
estimate errors.  The best model 
based on joint population counts 
shows that many regions have 
population estimate errors below 
10% of the true population, with 
high-error regions found 
infrequently in all countries. 

The population estimates could be 
biased by covariates in Twitter 
adoption rates.  However, we find no 
correlation with our errors and three 
likely sources, the land area of the 
NUTS3 region, the population density, 
and the mean income.  This result 
further strengthens our inclusion 
probabilities as robust parameters for 
researchers to use.

M3 library:

On image-based analysis, M3 substantially 
outperforms commercial systems like those from 
Microsoft and Face++ on age and gender prediction.

M3: full model

M3: text-only

GenderPerformr

Demographer

Jaech and Ostendorf (2015)

Gender Performance
Macro F1

Organization-or-Human
Performance (Accuracy)

Person
Org.

On text-based inference, M3 
substantially outperforms 
existing systems for gender 
and organization-vs-person.

Q1: How do we assign users to demographic groups (strata)?

Dataset Augmentation: 

The M3 system 
uses a multi-modal 
deep learning architecture
that fuses information from multiple 
types of profile data to predict its 
output.  The system is designed to 
operate on profiles written in any of 
the languages spoken in Europe and 
neighboring countries—32 in total!

The heuristically-labeled data 
is significantly expanded by 
using co-training on images 
and text to identify high-
confidence examples 
from another modality 
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Leave One
Country Out
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Leave One
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and using word-level translation 
to expand data for less-frequent 
languages

The total dataset size 
after augmentation is 
over 20M accounts in 
32 languages! 

Ac
cu

ra
cy

Ac
cu

ra
cy

Coverage measures how many 
accounts can be labeled by 

each system.  For many online 
social accounts with less-than-

professional photos, commercial 
systems are not able to infer 

gender and age, whereas M3 
can offer a substantial increase 

in recall, always at an 
improvement of precision.

Note how for simpler models, their estimates bunch up at specific values across the actual 
population count range (visually appearing as vertical streaks), whereas when using joint 
demographic information from M3, the estimates better distributed across the range (visually 
appearing more like a diagonal)

Surprisingly, removing non-human accounts 
did not substantially improve performance! 

Using three months of 10% sample of Twitter’s 
firehose, we stratify all users using M3 and 
estimate population counts for NUTS3 regions in 
Europe. We measure performance with the mean 
absolute percentage error (MAPE).  Right, we 
compare models for estimation, each using 
different (or no) demographic information. The 
models differ in how much demographic 
information they use and their structure. All 
models are mixed linear regression with random 
effects for each country.

Each colored region here shows a NUTS3 region.  Note that 
regions vary substantially in size and population across 
countries.  Grey regions show where population counts are 
unavailable from census data.

Accuracy is measured over a random sample of up to 200 
accounts using each language, which were human annotated 
using FigureEight by native speakers.  Note that this random 
sample is not likely to have all the ages, ranges, and 
organizational accounts as our full test data.

The full M3 model offers 
state of the art performance 
for all attributes.  

The additional data provided by our 
augmentation techniques significantly improves 
performance.  In addition the single-modality 
attributes still provide high performance, which 
means M3 is still appropriate for use when only 
partial profile data is available.

This project has lots of 
resources you can take 
and use in your research!  
Please feel free to reach 
out to us for questions too! Paper:

Inclusion Probs:
Auto-Poststratifier:

Demo

http://euagendas.org/inclusionprobs

coming soon!

https://doi.org/10.1145/3308558.3313684

http://www.euagendas.org/m3demo

Q2: How to effectively poststratify?

How can we make self-selected 
social media populations be 
representative of the population 
in a region?

Our initial dataset uses high-precision patterns as 
heuristics to identify users’ age, gender, and whether 

the account belongs to an organization,
          as well as IMDB and Wiki.
                          image data.
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Each point reflects a particular trade-off in how 
many instances a model can label (coverage shown 
on the y-axis) and the relative accuracy of those 
labeled instances (shown as F1 on the x-axis).  
Commercial systems do not expose their prediction 
confidence to allow for more or fewer instances 
labeled and thus are visualized as points.
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