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using data obtained from the World
Wide Web achieve accuracy
approaching 100%
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Our approach
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Build a strategically-diverse corpora
and synthesize code-switched examples
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—oullic even outperforms system
specifically tuned for each dataset
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T } y 1M Tweets with any of 385
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Task: does the language identification
system recognize every tweet as Englisn
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Be equitable!
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