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“This paper describes […] how even 
the most simple of these methods 

using data obtained from the World 
Wide Web achieve accuracy 

approaching 100% on a test suite 
comprised of ten European languages”

McNamee, P., “Language identification: a solved 
problem suitable for undergraduate instruction” Journal 

of Computing Sciences in Colleges 20(3) 2005.
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Failing to recognize a 
language silences its 

speakers’ voices
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Human Development Index of  
text’s origin country

Estimated 
accuracy for 

English tweets
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Dialect

Less 
Dialect

(Labov, 1964; Ash, 2002)

Our goal is make language ID 
performance equal for all 

languages across all dialects

This is a 

universal 

NLP issue!



Key Problems: Current methods 
struggle in the global setting because

9



Key Problems: Current methods 
struggle in the global setting because

9

Data: No corpora that captures 
global variation in lexicon and dialect



Key Problems: Current methods 
struggle in the global setting because

9

Data: No corpora that captures 
global variation in lexicon and dialect

Model: makes simplistic assumptions 
about how multilinguals communicate



Our approach
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NLP methodologies 
capable of handling 
linguistic variation 

Better social representation 
through network-based 

sampling 
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Bootstrap dialectic corpora 
using existing classifiers to 
find monolingual individuals

Sample from the geolocated Twitter social network to 
include text from people at all locations
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Equilid even outperforms system 
specifically tuned for each dataset
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Task: does the language identification 
system recognize every tweet as English?
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English terms from 

established lexicons for 
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Equilid raises the bar for socially-
equitable language identification
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David Jurgens, Yulia Tsvetkov, and Dan Jurafsky

Be equitable! 
https://github.com/davidjurgens/equilid 

https://github.com/davidjurgens/equilid

