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• TOEFL dataset (Landauer and Dumais, 1997) 

– 80 multiple choice questions 

– Human test takers: 64.5% only 
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(Hovy et al., 2006) 
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Conclusions 

• A unified approach for computing semantic 
similarity for any pair of lexical items 

 

• Experiments with SOA performance 

– Sense level (sense coarsening) 

– Word level (synonymy recognition and judgment) 

– Sentence level (Semantic Textual Similarity) 
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 Create datasets for cross-level similarity 

– Future Semeval task? 
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STS-13 

System HDL OnWN FNWN SMT mean Rank 

Dkpro 0.735 0.735 0.341 0.323 0.565 6 

TakeLab 0.486 0.633 0.269 0.279 0.434 58 

ADW (STS-13) 0.621 0.511 0.446 0.384 0.502 34 

ADW (All) GP 0.717 0.697 0.411 0.272 0.538 20 

ADW (All) LR 0.667 0.735 0.409 0.374 0.565 6 


